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Abstract

Industry 4.0 has become a reality by fusing the Industrial Internet of Things (IIoT) and Artificial Intelligence (AI), providing
huge opportunities in the way manufacturing companies operate. However, the adoption of this paradigm shift, particularly
in the field of smart factories and production, is still in its infancy, suffering from various issues, such as the lack of high-
quality data, data with high-class imbalance, or poor diversity leading to inaccurate AI models. However, data is severely
fragmented across different silos owned by several parties for a range of reasons, such as compliance and legal concerns,
preventing discovery and insight-driven IIoT innovation. Notably, valuable and even vital information often remains unutilized
as the rise and adoption of AI and IoT in parallel with the concerns and challenges associated with privacy and security. This
adversely influences inter- and intra-organization collaborative use of IIoT data. To tackle these challenges, this article leverages
emerging multi-party technologies, privacy-enhancing techniques (e.g., Federated Learning), and AI approaches to present a
holistic, decentralized architecture to form a foundation and cradle for a cross-company collaboration platform and a federated
data space to tackle the creeping fragmented data landscape. Moreover, to evaluate the efficiency of the proposed reference
model, a collaborative predictive diagnostics and maintenance case study is mapped to an edge-enabled IIoT architecture.
Experimental results show the potential advantages of using the proposed approach for multi-party applications accelerating
sovereign data sharing through Findable, Accessible, Interoperable, and Reusable (FAIR) principles.
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1. Introduction

Industry 4.0 is characterized by the convergence of
the Industrial Internet of Things (IIoT), Artificial In-
telligence (AI) — including Augmented Intelligence,
big data analytics, Machine Learning (ML), and
Deep Learning (DL) — and Edge-Fog-Cloud Com-
puting driving the next wave of the digital trans-
formation [1–4]. Cross-company collaboration (e.g.,
multi-party computation, pooled analyses, data shar-
ing, and data exchanging within a network of collab-
orators/organizations) is a prerequisite for alleviating
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severe fragmentation of data to unlock the full value
of Intelligent IIoT. Another hurdle in Industry 4.0 is
the lack of appropriate standards and interoperability
for multi-party computation. Indeed, there is no con-
sensus on any reference model or best practices that
specify how IIoT and AI can be fused in a multi-party
environment.

The adoption of IIoT in Industry 4.0 enables au-
tomation as never seen before [5, 6]. IIoT turns multi-
ple devices, sensors, actuators, and machines into co-
herent ecosystems by creating a smart network facil-
itating data exchange [3, 7]. IIoT can also bridge the
gap between the traditional Cyber-physical systems in
manufacturing and Information Technology (IT) sys-
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tems, enabling us to collect data automatically from a
variety of systems. IIoT generates enormous quanti-
ties of data, which is infeasible for humans to ingest
and analyze that data efficiently and effectively. AI
and augmented intelligence acquire the power to un-
lock the value of IoT data by adding a layer of in-
telligence and analyzing copious amounts of data in
numerous applications and bringing insight to human
decision-makers allowing them to evaluate the best
course of action [8–14].

Data is the fuel powering AI, IIoT, and digital trans-
formation. However, data is healthy when it is ac-
cessible and utilized across organizations. However,
IIoT data is currently severely fragmented across si-
los owned/controlled by different parties, each having
access to only part of the picture for a range of in-
hibitor reasons. (e.g., different technologies and data
standards, data sovereignty, security, privacy, lack of
trust, data governance policies across companies, in-
tellectual property rights, bureaucratic hurdles, com-
pliance and legal concerns, slowing down discovery
and technology-driven innovations).

Indeed, conventional ML/DL-based solutions (e.g.,
failure prediction and anomaly detection) typically
cannot be directly utilized in decentralized IIoT ap-
plications with distributed edge devices. The reasons
are twofold: i) privacy concerns: integration of IIoT
data across different parties typically results in a pow-
erful MLs; however, companies/factories and the cor-
responding edge devices are reluctant to share their
privacy-sensitive collected data with each other, re-
sulting in data silos and data islands [15–17]; ii) lack
of high-quality data: high quality and labeled data are
usually difficult and expensive to collect, resulting in
significant degradation of the generalization and ro-
bustness ability of the model. Although a few tech-
niques have been recently applied to address these
issues (e.g., transfer learning techniques, knowledge
transfer methods, and synthetic data generation), they
cannot outperform solutions that try to enlarge the
training dataset in terms of accuracy and reliability
[15, 16].

To address the data sharing challenges, a few ref-
erence models, such as Gaia-X [18] and International
Data Spaces Association (IDSA) [19], have recently
been developed as a key step towards the industrial
data economy based on interoperability, portability,
sovereignty, and trustworthiness values [20]. Particu-
larly, GAIA-X creates a federated data space adhering
to the concept of a shared economy that enables ser-
vice and data sharing while incorporating sovereign
policies. Unfortunately, even with the recent advances
in sovereign data sharing technologies, multi-party
computation and collaborative analysis across differ-
ent data sources are still challenging. Thereby, many
organizations cannot share data and wring insights
due to concerns around privacy, data sovereignty, and
competitive advantages.

In parallel to this endeavor to establish a stan-
dard data sharing/exchanging framework, the Privacy-
Preserving Machine Learning (PPML), Multi Party
Computation (MPC), and Federated Learning (FL)
techniques have recently gained considerable atten-
tion across vertical industries from smart city to smart
manufacturing to address insufficient high-quality
training data, security/privacy preservation, commu-
nication cost, network overhead, data collection cost,
and scalability challenges. Despite the recent ad-
vances, multi-party and PPML-based fault diagnosis,
prediction and predicate maintenance solutions have
been seldomly explored. Notably, the authors of [21]
proposed an FL-based solution to forecast device fail-
ures. Ge et al. [22] proposed a federated Support
Vector Machine (SVM) and federated random forest
algorithms for failure prediction of production lines.
W. Zhang et al. [16] presented a decentralized data-
driven machinery fault diagnosis by utilizing feder-
ated learning methods. In [15], an FL-based deep
anomaly detection framework centered on an atten-
tion mechanism-based convolutional neural network
long short-term model is proposed to detect anoma-
lies accurately. However, to the best of our knowl-
edge, the above methods have not been (adequately)
mapped and integrated into IIoT, which significantly
limited their applications and usage in Industry 4.0 and
smart factories use cases.

In line with these efforts, the central theme and con-
tributions of this paper include:

• Reporting novel methodologies, theories, tech-
nologies, techniques, and solutions for federated
and multi-party data analytics.

• Presenting a holistic, privacy-preserving refer-
ence architecture intending to further facilitate a
competitive and secure industrial data economy
as well as the innovation process by providing se-
cure, trustable environments for innovators.

• Establishing a scalable multi-party computa-
tion framework, scaling up privacy enhancement
techniques, and discussing a holistic Collabora-
tive Condition Monitoring (CCM) and Predic-
tive Maintenance (PdM) use case that enables the
creation of accurate AI models while striking a
balance between the security/privacy of all in-
volved participants and the utility and reliability
of ML models. Compared to the existing predic-
tive maintenance solutions, this is the first work
that strives to map FL-based CCM/PdM to de-
centralized IIoT and data sharing frameworks to
the best of our knowledge.

The remainder of this paper is organized as follows.
Section 2 overviews the existing reference architec-
tures, from the three-tier architecture to the gateway-
mediated architecture and system of systems archi-
tecture pattern, and the corresponding design con-
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siderations. Section 3 elaborates on data economy,
cross-company collaboration technologies as well as
privacy-preserving machine learning techniques. Sec-
tion 4 presents a holistic reference architecture by
combining existing models’ unique advantages and
features, particularly tailored for collaborative cross-
company applications. In addition, the model details
are discussed using a holistic use case on collabora-
tive predictive maintenance. Section 5 discusses the
experimental results. Finally, Section 6 concludes the
paper.

2. Existing IIoT architectures

Architectural patterns characterize the most ele-
mental and common IIoT implementation features un-
derstood and recognized as reference points for devel-
oping real-life IIoT solutions. The most well-known
patterns include: i) Three-tiered architectural pattern,
ii) Gateway-mediated edge connectivity and manage-
ment architecture pattern, iii) Layered databus pattern,
and iv) System of systems architecture pattern. Archi-
tecture patterns are simpler abstract perspectives of an
IIoT system implementation that is repeated in many
IIoT systems while allowing variants [23]. For exam-
ple, a three-tier IIoT system pattern does not exclude
multiple tier implementations (e.g., multiple edge tier
instances) or many-to-many connections among tier
instances and instances of the subsequent tier. In other
words, every tier and its connections are only repre-
sented once in the pattern [23].

2.1. Three-tier architecture
A three-tiered architecture is made up of the plat-

form, enterprise, and edge tiers that handle particular
data flow and control roles that are part of usage tasks.
The tiers are connected through three networks as out-
lined in Fig.1 [23, 24]:

• Edge tier: This tier gathers data from edge nodes
via a proximity network. Its characteristics in-
clude responsibility for proximity network char-
acteristics (e.g., location, governance, and distri-
bution) depending on the needs of each use case.

• Platform tier: This tier is responsible for re-
ceiving, processing, and forwarding control com-
mands sent by the enterprise tier and received by
the edge tier. It is responsible for combining pro-
cesses and analyzing data flow from the edge as
well as other tiers and handles device/asset man-
agement functions. This tier also provides gen-
eral services like analytics or data query.

• Enterprise tier: This tier is responsible for im-
plementing applications specific to particular do-
mains, decision support systems, and providing
end-user interfaces. The enterprise tier also re-
ceives data from and sends control commands to
the platform and edge tiers.

The three-tier architecture pattern integrates essen-
tial components such as applications, platforms, and
management services that can map to functional do-
mains [23, 25]. From the viewpoint of the Indus-
trial Internet Reference Architecture (IIRA) model,
the edge tier handles the majority of the control do-
main. In contrast, the platform tier handles the major-
ity of operation and information domains. The enter-
prise tier is responsible for handling business and ap-
plication domains. This mapping illustrates a straight-
forward partitioning of functions across tiers. In real-
world systems, functions are mapped depending on
the specifics of system requirements and use cases.
For example, information domain functions may take
place in or near the edge tier in conjunction with ap-
plicable rules or logic that facilitate edge computing
[23, 25].
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Fig. 1: Three-tier architecture.

2.2. Gateway-mediated edge connectivity and man-
agement architecture pattern

The Gateway-mediated edge connectivity and man-
agement architecture pattern use a gateway to span a
Wide Area Network (WAN) and provide local con-
nectivity for the IIoT edge, as illustrated in Fig.2.
In this pattern, the gateway serves a WAN endpoint
and isolates the local edge network. This pattern en-
ables localized controls and operations (e.g., comput-
ing and edge analytics). The primary benefit of this
pattern is the reduction of IIoT system complexity, al-
lowing scalability of the network and managed assets.
However, this pattern may not be suitable for systems
with mobile assets that do not facilitate stable clus-
ters within the local network. The edge gateway can
also serve as a device and asset management point as
well as a point for data management where data ag-
gregation, analytics, processing, and control logic are
utilized locally [23].

2.3. Layered databus architecture pattern

The layered databus architecture pattern is com-
monly utilized in IIoT systems across several indus-
tries because it provides secure, low-latency, and peer-
to-peer communication across a system’s logic layers
[23, 25]. It is most beneficial for systems that han-
dle the direct interactions (i.e., edge analytics, con-
trol, and local monitoring) among field applications.
As shown in Fig.3, smart machines utilize databuses
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Fig. 2: Gateway-mediated edge connectivity and management ar-
chitecture pattern.

to manage analytics, control, and automation in the
lowest architecture level [23, 25]. Systems in the lay-
ers above utilize a separate databus to provide super-
visory monitoring and control. Combining systems
into a ”system of systems” allows complicated, cloud-
based analytics and control supervision. Databuses
serve as a logically connected space that utilizes a
common schema to facilitate communication between
endpoints. Databuses use a data-centered, publish-
and-subscribe model of communications. Databus ap-
plications subscribe to the needed data and publish
the generated information. Messages are then com-
municated between nodes. This foundational com-
munications model includes discovery (i.e., where to
send data) and delivery (i.e., where and when to send
data) [23]. These publish and subscribe systems are
good at rapidly routing and propagating large amounts
of time-sensitive information, specifically when deliv-
ery mechanisms are not dependable. Every layer in a
databus uses a common data model, which allows in-
teroperable communication within the layer. Adapters
can be utilized to match data models between layers,
bridge or separate security domains, or serve as a point
of interface to integrate diverse protocols or legacy
systems. Transitions commonly take place between
layers where they reduce and filter data, which is vital
because the breadth of analysis and control expands
with each layer. The amount of data is usually less-
ened to suit the higher latency, greater abstraction, and
broader scope [23].

2.4. System of systems architecture pattern
At high levels, IIoT systems can be configured to

work as a component of a more extensive system,
which creates a system of systems. This pattern in-
creases system complexity, which can comprehen-
sively impact subsequent and nearby system’s trust-
worthiness or characteristics [23].

3. Secure cross-company collaboration via data
spaces

Digitization drives and empowers innovative busi-
ness models, and data is a primary element of busi-
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ness success. In this context, systematically collect-
ing, processing, and accessing data has become a pri-
mary differentiator in the industrial sector. Due to
technological advances in edge computing and con-
nectivity, companies can utilize data that has histor-
ically been siloed to improve machine performance
[26]. They can also integrate data to increase the value
of production lines. However, not many companies
have the internal resources or skills to discover these
value sources methodically; therefore, system integra-
tors and those who manufacture solutions equipment
have begun creating solutions as additional services.
This is an appealing income source that works to bal-
ance dropping profit margins across many industries.
In unusual cases, completely new business plans capa-
ble of entirely replacing traditional models have been
revealed [26].

Industrial data sharing ecosystems have the capa-
bility to support massive growth and enable organiza-
tions to optimize processes and create new products or
businesses. In our connected environment, data shar-
ing can be a strong facilitator for all parties – those
who provide data, create new services, or disrupt mar-
kets with new appealing offers. This kind of innova-
tion typically requires data from a variety of sources or
organizations, such as machine integrators, machine
users, or component manufacturers. However, shar-
ing data outside business boundaries has become one
of the primary obstacles to more full-scale adoption.
Ecosystem participants are faced with multiple obsta-
cles, including [10, 26]:

• Culture and mindset challenges: The creation
of new value propositions relies on the ability
to share data across bigger industrial ecosystems
that include participants with limited trust in each
other. Parties may be capable of analyzing shared
data to discover confidential information. In ad-
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dition, many companies do not participate in data
sharing models due to the perceived inability to
control data that leaves the organization.

• Challenges around ontological needs: Data that
is shared has to be easy to interpret and integrate
with additional data. It has to be clearly under-
stood by all ecosystem participants; therefore, a
common ontology or language has to be agreed
upon by all parties [26].

• Privacy and security: Data/information sharing
and collaboration across departments/companies
help break down data silos; however, protecting
business secrets is vital. Therefore, organizations
typically face many challenges in ensuring they
adhere to privacy and security regulations [10].

• Competition: Although data sharing among fac-
tories can lead to more robust predictive models,
enterprises are typically reluctant to exchange
data because they fear losing their competitive
edge to competitors [10].

• Technological design and platform services chal-
lenges: Even when organizations understand the
benefits of data sharing within industrial ecosys-
tems, participants often do not have the capability
to provide data efficiently and effectively. Com-
panies may not have the internal technology to
provide data, create an environment to process or
integrate data from various sources or utilize ad-
vanced analytical methodologies [26].

• Data management challenges: It can be diffi-
cult for companies to manage data in a way that
makes quick automated data access due to a lack
of internal capabilities needed to draw data from
internal applications [26].

Enterprises have shared data laterally with trustwor-
thy partners for many years. This has included ex-
changing data with vendors to help manage invento-
ries or automating invoicing or payment processes.
However, creating an ecosystem is much more com-
plex because monitoring and enforcing appropriate
data use is difficult. To address the increased need
for sovereign data exchange, various initiatives have
recently been taken to establish and facilitate a uni-
form standard and protocol. In this context, the con-
cept of ”data spaces” has evolved. Typically, the
term “data space” describes the kind of relationship
between trustworthy partners that equally utilize ele-
vated standards and strict rules when sharing or stor-
ing data. However, when it comes to the idea of data
space, it is vitally important that data is held at the
source rather than centrally so that data is only shared
by semantic interoperability as needed. Among data
sharing standard protocols, GAIA-X and the Inter-
national Data Space (IDS) are the most widely used

today to create secure and federated industrial data
spaces [18, 19].

GAIA-X and IDSA also introduce the concept of
usage control as an extension of the classic access
control. The usage control defines a set of policies
describing the conditions and requirements for data
sharing and handling among participants. It also pro-
poses several methods for traceability, data monitor-
ing, and technical enforcement of those policies. Al-
though protocols like GAIA-X/IDSA can strike a bal-
ance between data monetization options with compli-
ance, data security, and privacy regulations to some
extent; however, they are not really designed to bridge
the gap between privacy/security and (AI/ML) util-
ity. Indeed, state-of-the-art data sharing frameworks,
such as GAIA/X/IDSA, strive to establish the founda-
tions and cradle of an open, transparent data exchang-
ing ecosystem by addressing remote access to data,
distributed data governance, and access control chal-
lenges to achieve a secure data economy. Although
these technologies can be helpful, they have limita-
tions. These technologies cannot fundamentally re-
move barriers around privacy, legal obstacles, policies,
and conflict of interest. For instance, the General Data
Protection Regulation (GDPR) prohibits transfers of
even pseudonymized data regardless of the underlying
data sharing standards [27]. Over the past few years, it
has become apparent that companies/factories are un-
willing to adopt these data sharing frameworks for real
world challenges as they are afraid to lose their com-
petitive edge by sharing their business secrets and sen-
sitive data.

Recently, PPML techniques have evolved indepen-
dently of data sharing protocols to tackle the privacy
challenge by preventing data owners’ privacy com-
promise and protecting against data leakage [28, 29].
PPML is used to design and create models while pro-
tecting data privacy. Privacy-Preserving methods em-
power several participants to partner to train an ML
model without disclosing original information that
includes private data. Additionally, as mentioned,
MPC enables enterprises to analyze private informa-
tion owned by other enterprises without disclosing in-
put data. This means MPC can analyze information
and handle computing using data from several parties
because no single participant receives additional infor-
mation around any other participant’s input data. Each
party receives identical outputs that are available to ev-
ery participant.

3.1. Secret sharing

Secret sharing, originally established by Shamir and
Blakely in 1979, refers to a technique allowing one
participant to disperse pieces of a secret to all other
participants in such a way that no single party can
reveal the entire secret independently [30]. In short,
a participant breaks a secret into multiple pieces and
shares pieces with each party. Each participant then
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completes individual computations without having ac-
cess to input values. Ultimately, the combined results
of each party’s computation reveals the accurate out-
put [31].

However, secret sharing also has disadvantages, in-
cluding extended computing time because of the inter-
play between parties, lack of categorical data support,
and reduced accuracy for complicated computations
(i.e., non-linear functions) because of approximate im-
plementation.

3.2. Homomorphic Encryption (HE)

Homomorphic Encryption (HE) is another central-
ized ML technique that uses cipher-texts with com-
puting. HE produces decrypted results to generate a
result that matches what would have been provided
if the computation was done utilizing plain text. In
this technique, participants encrypt raw data prior to
sending it to the server to be analyzed. Each opera-
tion is done using encrypted data, and the outcomes
are encrypted with the same key. In addition, the in-
formation does not require decryption before analysis
[31–35].

3.3. Differential Privacy (DP)

Differential Privacy (DP), a technique that protects
data privacy by adding random noise, was initially cre-
ated by Cinthia Dwork. Adding noise makes it impos-
sible to discover user identities. This is an innovative
method because it safeguards privacy and allows in-
sightful data analysis. Adding the noise protects user
data, but when data points are aggregated, the noise
is averaged, which divulges an outcome closer to the
original [31, 36–38]. Typically, DP systems utilize
global or local privacy. Globally private systems need
a trustworthy party, known as a curator, capable of ac-
cessing the raw data of multiple parties. The curator
can analyze the data and include noise once the com-
putation is complete. On the other hand, locally pri-
vate systems do not include a curator. Each partici-
pant is required to add noise to data prior to sharing
information. Local systems typically include an ag-
gregator that simultaneously collects data from an ex-
tensive group. Globally private systems usually main-
tain higher accuracy because noise-less data is ana-
lyzed. Every participant must trust the system’s cu-
rator for a global system to work. Localized DP sys-
tems are considered safer because each data point in-
cludes noise, making obtaining individual data pieces
useless. Noise can also be removed so aggregators can
collect the local data to analyze dataset trends [36–38].

3.4. Federated Learning (FL)

Initially developed by Google, Federated Learning
(FL) or collaborative learning is a decentralized ML
technique that brings code to data instead of bringing
data to the code. This method relies on a centralized
server and several client servers, which enables private

data to remain in its starting location. A central server
is utilized for training a model with proxy data. Then,
that model is given to clients for local training. Each
client uses local data for multiple training iterations.
Next, each participant is given a copy of the model’s
parameters, trains the model using private data, and
returns the model’s results to the centralized server.
Next, the server generated a general model by aggre-
gating the local models. Then, the generated global
model is transferred back to local clients. The steps
are repeated through several iterations until accuracy
reaches an acceptable level. There are two different
types of FL: Horizontal FL and Vertical FL [31, 39–
43].

• Horizontal FL: This method of FL is used when
datasets include identical feature spaces but have
different spaces between samples [44].

• Vertical FL: This method, referred to as feature-
based FL, is used when datasets include identi-
cal sample ID spaces but divergent feature spaces
[44].

4. Proposed reference architecture: privacy-
preserving collaborative edge-fog-cloud IIoT

To address the shortcomings of the data sharing so-
lutions (e.g., GAIA-X/IDSA), supplementary privacy-
enhancing measures are needed to achieve an adequate
level of privacy-preserving and data protection, accel-
erating ML-enabled collaborative use cases. Unfor-
gettably, the scope of the previous attempts to solve
challenges and obstacles toward cross-company col-
laborative application is minimal. Either they focus
on data-transferring protocols or privacy-enhancing
techniques. Moreover, to the best of our knowledge,
the existing solutions have not been thoroughly dis-
cussed in the fusion of decentralized IIoT architec-
tures with data sharing and privacy-preserving MPC.
Thereby, holistic solutions require combining and
integrating data sharing technologies with privacy-
enhancing/preserving techniques and finally mapping
it to decentralized IIoT architectures.

To address the shortcoming mentioned above, col-
lapse isolated data islands, and bridge the gap between
reaping the benefits of AI/ML and privacy/regulations
concerns, in this section, we present our proposed
architecture for secure and privacy-preserving cross-
company collaboration. The 5-layer pyramid was ini-
tially developed with the foundational assumption that
every layer has a unique task and would be hosted by
a private LAN [23, 45]. However, integrating edge-
fog-cloud computing facilitates further innovation in
IIoT solutions by lowering vital application latency
and, more adeptly, handling the massive amount of
data created by IoT devices (See Fig.4). As a re-
sult, the separation between each of the five layers



Smart and collaborative industrial IoT: A federated learning and data space approach 7

is blurring. Using cloud capabilities, including scal-
ability, performance, virtualization, life cycle man-
agement, and multi-tenancy, an enhanced IIoT can be
generated. Cloud computing’s ability to host adapt-
able storage and computing services offers numerous
novel solutions for industrial applications and sys-
tems. The cloud is capable of handling a diverse array
of auxiliary elements and services that interact with
and improve the abilities of IIoT. Quickly evolving
advancements in storage, communication, and com-
puting power, combined with cloud benefits, facilitate
the creation of industrial systems based on Service-
Oriented Architecture (SOA) with functions housed
in the cloud and on devices. Modern IT and Opera-
tional Technology (OT) systems are moving to cloud-
based environments as Manufacturing Execution Sys-
tem (MES), Enterprise Resource Planning (ERP), and
Supervisory Control and Data Acquisition (SCADA)
providers grow their businesses by expanding through-
out the stack [45]. A 2015 IDC survey revealed that
68% of manufacturers utilize private clouds to host
applications and 66% utilize public clouds. Cloud ar-
chitectures still mainly benefit IT operations, but in-
novative technology may address many of the tech-
nical issues that have prevented OT applications (i.e.,
SCADA and MES) from adopting the cloud. MES
and SCADA suppliers are utilizing evolving technol-
ogy to offer cloud-based applications along with con-
ventional, on-site solutions.

Edge/Fog computing is capable of providing
device-level intelligence services that optimize com-
puting, storage, and communication resources [46,
47]. When it comes to industrial applications, edge
computing could be utilized to empower agile con-
nectivity and smart decision-making while optimiz-
ing data transfer and providing real-time control for
legacy industrial and automation systems. Edge com-
puting and the industrial cloud each have different in-
herent advantages. Edge computing is best utilized to
manage localized, short-term data analysis needed in
real-time to control execution and facilitate real-time
decision making. On the other hand, industrial clouds
can be utilized to handle the global, long-term analy-
sis of big data outside of real-time to support business
decisions and guide preventative maintenance. Edge
computing is not meant to replace the industrial cloud.
In fact, these two options should be used in coordi-
nation to satisfy the needs of diverse industrial situ-
ations. Industrial edge computing can support cloud
applications needed for data preprocessing and min-
ing, while the industrial cloud is capable of deploying
models and rules centered on big data analysis.

The interconnection of cloud computing and
edge/Fog computing is essential for supporting even
more IIoT application opportunities reliant upon ma-
chine learning or artificial intelligence. While cloud
computing can resolve issues around data-based solu-
tions, storage or processing capacity, and service cre-

ation/management, it has challenges when it comes
to the service requirements of time-sensitive IoT ap-
plications. Latency difficulties are not expected to
improve immediately because networks are designed
to improve bandwidth and link efficiency. Extensive
cloud computing adoption has reduced the need for
edge device storage and allowed edge devices to dis-
pense with complex computing. However, edge com-
puting allows edge devices to offload highly resilient,
low latency transmission tasks in the event of the in-
creased network backhaul traffic. While neither model
is perfect, harmonious collaboration allows end-point
edge devices/machines to benefit from both, including
[1, 7, 48]:

• Reduced network load: Moving computing
nearer to the data sources more evenly distributes
the network load and lessens the network back-
haul load; therefore, backhaul data rates do not
require increasing, and data links to the network
edge are available to services [1, 7, 48].

• Latency-aware computing: As the network load
is reduced, edge devices can process more
quickly. Edge/fog computing is useful in improv-
ing Quality of Service (QoS) and allows latency-
sensitive applications to offload tasks in align-
ment with latency needs [1, 7, 48].

• Native mobility support: Locating resources
nearer to edge devices enables the network to
react quickly and accurately to user mobility.
As edge/fog nodes communicate horizontally,
requests and task offloading are handled even
within high-mobility situations [1, 7, 48].

• Provision of context: Resources nearer to end
users allow resources to generate content relevant
to a specific location [1, 7, 48].

• No single point of failure: Resources distributed
across a network mean that other edge/fog nodes
can take over if links are disabled or edge/fog
nodes are knocked offline by a cyberattack, sup-
porting continued functionality without interrup-
tion [1, 7, 48].

• Increased battery life: Edge devices can depend
on task offloading because of low processing de-
lays in edge/fog computing. This expands battery
life and lessens power use which enables long-
term autonomy [1, 7, 48].

• Reduced energy use: Because most data process-
ing occurs near the data source, long-distance
data transfers are unnecessary, reducing network
energy use. In addition, because power loads are
distributed across the network, it is easier to meet
energy needs with renewable energy or current
power grid infrastructure [1, 7, 48].
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Fig. 4: Legacy 5-level reference architecture and its transformation to edge-fog-cloud computing.

• Heavy load support: The cloud holds more re-
sources than the most powerful edge/fog node;
therefore, an overwhelmed edge/fog node can
send complex computing to the cloud for execu-
tion in exchange for a longer network processing
time [1, 7, 48].

• Unlimited storage: While edge/fog computing
works to lessen traffic on the network backhaul,
edge devices may occasionally require extensive
storage. Edge devices can depend on the cloud
to expand resources and meet unlimited storage
requirements [1, 7, 48].

Generally, ERP systems and systems responsible
for manufacturing execution (i.e., Levels 4-5) are the
best candidates to be transferred to an industrial cloud
based on high data volume and fewer real-time needs
(See Fig.4). However, Levels 0, 1, and 2 typically
should stay on the manufacturing floor because of
their higher real-time requirements. Determining if
an application should be cloud-hosted is dependent
upon the industry and application needs. Usually, the
higher an application is within a stack, the less vital it
is to have high communication availability for edge
devices, low latency, and bi-directionality. Cloud-
based architecture has met challenges in addressing
these three areas, which restricts the transition of MES
and SCADA systems to the cloud for some industries,
such as manufacturing. As new technology overcomes
these challenges, transitioning to the cloud becomes
more likely for an ever-growing number of industrial
use cases.

When edge computing and the industrial cloud are
combined, the architecture is generally separated into
three layers, as outlined below and depicted in Fig.4
[49, 50]:

• Cloud layer: The uppermost layer holds indus-
trial cloud platforms that provide a variety of ap-
plications for maintenance, design, management,

and manufacturing. It is worth noting that legacy
ERP, product life cycle management, CRM sys-
tems, and manufacturing execution could be tran-
sitioned to an industrial cloud to lower operat-
ing costs. Additionally, cutting-edge applications
housed on industrial clouds (i.e., supply chain
analysis, energy use optimization, and device op-
eration analysis) may be improved through real-
time edge computing device data collection. It is
also possible that such services could be handled
by third parties and managed using a local cloud
rather than a public cloud.

• Edge/Fog layer: This layer is known as the in-
dustrial edge/fog gateway. It deploys algorithms
and manages data acquisition from Edge Com-
puting Nodes (ECNs) while balancing storage,
computing, and network resource use. This mid-
dle layer is responsible for timely development
and deployment using a model-based organiza-
tion for modular services. Edge computing nodes
also tap networks to monitor packet transactions
between terminals, cloud servers, clients, and IoT
systems. This enables ECNs to alter packets to
supply add-on options. For example, suppose a
new device with an unknown network protocol is
detected by a network. In that case, the edge gate-
way can automatically configure or translate the
protocol or update security to safeguard ECNs.
Edge gateways can also detect IoT system attacks
and restrict access. ECNs are also capable of
halting IT system attacks similarly. Within the
middle layer, ECNs furnish two kinds of manu-
facturing functions:

– Data analysis: As large amounts of data
are gathered from endpoints, data is filtered
and buffered to summarize technical mod-
els. Such models are further refined by us-
ing distributed reasoning through machine
learning, knowledge rules, and statistical
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analysis. Transmitting results to the indus-
trial cloud optimizes the supply chain, lo-
gistics, ordering, and other services that as-
sist manufacturers, vendors, and clients.

– Management: ECNs can deploy and exe-
cute industrial applications using APIs re-
sponsible for configuring and maintaining
industrial applications. In addition, all
service and application instances could be
managed using APIs. Connected applica-
tions related to utilization rate, equipment
effectiveness, production capacity, and en-
ergy usage offer features for application de-
velopment as well as life cycle manage-
ment.

• End-point device layer: This layer is composed
of distributed nodes responsible for handling at
least one, if not more, functionalities such as that
of a closed-loop real-time programmable con-
troller, sensor, and actuator. These functions may
be handled by constantly changing combinations
of industrial edge nodes based on real-time feed-
back from closed loops.

Integrating end-point edge devices, edge/fog nodes,
and the cloud produces a hierarchy-based IIoT model
that improves the function of IIoT systems. As com-
puting evolves, hierarchical paradigms transform the
IIoT by combining millions of distributed devices,
centralized cloud servers, and many edge servers.
Rather than viewing each of these as a separate ele-
ment, it is common for many IIoT applications to en-
able elements to work together to create reliable ser-
vices with various location or time needs. Hierarchi-
cal edge-fog-cloud models facilitate AI activities such
as decision making, machine learning, and big data
analytics near data creation points, at the edge, or by
uploading to the cloud or edge/fog to facilitate compli-
cated computing from smart IIoT objects. The adapt-
ability of edge-fog-cloud hierarchies regarding latency
and computing power suggests that such a model can
support AI/ML applications in an efficient and scal-
able manner.

Collaborative condition monitoring and predic-
tive maintenance: Component suppliers create multi-
ple individual components. The individual pieces are
then transferred to a machine supplier that creates a
machine using parts from various suppliers. Opera-
tors then utilize several different machines within pro-
duction systems. The manufacturer of the component
may want to analyze the data of a specific component
installed inside a machine used by another company
to ensure the efficiency and safety of the machine or
component [51]. While this common scenario seems
simple, it generates questions about who owns the
component’s data, who should be allowed to access
the data, and for what purposes the data should be ac-
cessed [52, 53]. Additional issues arise about how the

data can be monetized and how the information should
be standardly formatted. For the operators and com-
ponent and machine manufacturers to collaboratively
gather, assess, and present condition monitoring us-
ing sensors, all parties need a trustworthy model for
data sharing, communal rules for multi-party authenti-
cation, and shared agreement regarding access control
[51–53].

Condition Monitoring (CM) can ensure that all
pieces of the production chain fit together so that com-
ponents and machines function dependably for long
periods. Traditional CM gathers and analyzes all oper-
ational information, including temperature, vibration,
or other physical values related to a machine’s sta-
tus. Currently, such data is exclusively shared bilat-
erally between machine operators and suppliers, and
participants can only see their piece of the chain rather
than the entire picture. Optimizing the whole sys-
tem is challenging, but CCM, originally proposed by
the GAIA-X Industrial Use Case Group [18], allows
data to be shared multilaterally along the entire chain
[52, 53]. With CCM, the system can be optimized if
each participant makes data accessible on an indepen-
dent digital platform. For example, a machine or com-
ponent’s operational life can be prolonged, or data-
driven predictive maintenance services can be created,
benefiting every member of the chain. CCM collects
and shares data multilaterally across the whole net-
work. Typical CCM scenarios include [52–54]:

• Component provider: Component providers pro-
duce a variety of drives that incorporate sensors.
Components hold an Asset Administration Shell
(AAS) that includes data fields for information
about service life and dependability.

• Machine suppliers: Suppliers create machines
that include manufacturing components. The ma-
chines also include AASs with data fields for in-
formation about service life and dependability. In
short, a machine’s AAS is made up of component
AASs. Vital data produced during the running
of the machine is saved to the component and
machine AASs; however, the machine AAS is
tasked with transferring data collected from com-
ponents and the machine to an independent plat-
form.

• Factory operator: The operator uses the machine
within the production process, adding application
data such as temperature and maintenance inter-
vals to collect data using the AAS data fields.

CCM problems can be mapped to the AAS, edge-
fog-cloud IIoT, federated data sharing, and PPML
technologies as proposed in Fig.5. The proposed ref-
erence model consists of the following main compo-
nents:



10 Bahar Farahani, et al.

www.bestppt.com

Cloud Edge Cloud

Infrastructure

GAIA-X: Data & Service

Participant n

Connector

Po
lic
y 
M
an
ag
er

BusBus

Operation 1

Operation 2

Operation n
…

Se
rv
ic
e

Operation 1

Operation 2

Operation n
…

Se
rv
ic
e

Participant 2

…
Connector

Data Governance & Sovereignty Layer

Edge 
NodeRepositoryIngestion Modeling Analytic Co

nn
ec
to
r

Po
lic
y 
M
an
ag
er

Federated Multi Party Layer

ERPERP

MESMES

SCADASCADA

PLC/DCSPLC/DCS

Sensors
Actuator
Sensors
Actuator

Di
gi
ta
l W

or
ld

Re
al
 W

or
ld

C
l
o
u
d

C
l
o
u
d

F
o
g
‐
E
d
g
e

F
o
g
‐
E
d
g
e

D
e
v
i
c
e

D
e
v
i
c
e

Po
lic
y 
M
an
ag
er

Federated Data Space
Multi‐
Party
Multi‐
Party

AAS
Maintenance

Vibration Pressure
Rotation …

Condition Monitoring
Configuration

Identification

Federated 
Learning 
(Local 

Module)

Participant 1

Services:
Digital Twin

Command Control
Predictive 

Maintenance
...

Identity 
Provider

Broker
incl. FL Server 
& Data Catalog

RestAPI | Socket | MQTT | etc.
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• Participant: participants represent organizations
engaged in the multi-party federated data ecosys-
tem. They can be either an asset owner, a data
consumer, a smart service provider, a smart ser-
vice consumer, or an enabler.

• Asset: An Asset is either a device (e.g., PLC con-
trollers, sensors, and actuators) or a virtual as-
set that provides specific data/information about
an entity (e.g., human workers). Each asset also
provides callable services with the corresponding
interfaces.

• Bus: It is a virtual media including several soft-
ware components to establish end-to-end com-
munication between system components. With
the help of appropriate gateways, the bus can also
bridge different network protocols.

• Asset Administration Shell (AAS): ASS is the
digital representation of each asset by capturing
and exposing different aspects (e.g., functional
and non-functional attributes) of the asset, allow-
ing consumers to select them based on their re-
quirements.

• Edge node: The node offers several features, such
as 1) Registry: it stores the self-Description file
of each AAS, enabling registration and lookup
of all existing AASs; 2) Aggregator: it ingests
and aggregates all the data/information coming
from different AASs; 3) Data management and
processing: as the volume, variety, velocity,

and veracity (four V’s of big data) of industrial
data grow, data management must be reimagined.
Data management includes data ingestion and in-
tegration, creation of physical data storage (e.g.,
database, data warehouse, file system, and data
lake), data modeling as well as cleansing, wran-
gling, and transformation. This layer can also be
utilized for data reporting and visualization based
on structured data storage sources like data ware-
houses, distributed file systems, and databases;
4) Local data analytics: the edge can also im-
plement and provide various AI services incor-
porated in different scenarios and use cases. It
handles both the reactive side of analytics (i.e.
diagnostic, descriptive) as well as the proactive
side (i.e., prescriptive, exploratory, and predic-
tive), producing information about outliers, ag-
gregates, significance level, prediction, trends,
and useful insights that drive decisions surround-
ing control, monitoring, and optimization. The
AI techniques used in this layer can include evo-
lutionary algorithms used in intelligent search
and optimization, machine learning needed to ad-
dress data-driven problems, affective computing
for human-based and social intelligence, as well
as probabilistic reasoning needed to handle rep-
resentational problems based on knowledge. The
edge can also be equipped to run PPML algo-
rithms, including federated learning. These AI
techniques work together to develop high-level
intelligence and generate inputs for other com-
ponents; 5) Connector: a connector is a gateway
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for two-way data exchange. This includes proto-
col translation, security, switching, routing, and
networking analytics. It provides a connection
between the shop floor environment to the cloud.
It also enables sovereign peer-to-peer data shar-
ing across company borders. Note that the func-
tionality of the connector and the running appli-
cations/services can be extended or upgraded on-
line.

• Federated platform: It consists of different infras-
tructure (e.g., cloud) providers creating a decen-
tralized and federated ecosystem, such as GAIA-
X and IDS [18, 19]. A single cloud typically ben-
efits from a multi-layer architecture consisting
of a data injection layer, integration layer, hier-
archical data storage (database, data warehouse,
and data lake) layer, data processing/analytics
layer, data visualization and presentation layer,
and orchestration/management layer. The cloud
can complement the edge by providing hyper-
scale resources (e.g., storage and processing). It
can also be utilized to host sophisticated ML/DL
algorithms and services, e.g., an FL aggregator
server that needs considerable bandwidth to com-
municate with all clients.

5. Experimental results

In this section, we evaluate the efficiency of the
proposed collaborative framework using a novel FL-
based predictive maintenance. Predictive mainte-
nance, as a use case of CCM, aims to estimate when
maintenance should be performed by forecasting pos-
sible future defects/failures in equipment. In this ex-
periment, we considered two scenarios:

• Baseline approach (Scenario I): In scenario I,
we assume all participants trust each other; thus,
sharing their data without any privacy concerns.
Therefore, all local data are combined in a single
repository to be used for model training.

• FL-based privacy-preserving approach (Scenario
II): In scenario II, we assume there are several
participants (e.g., owners of privacy-sensitive
data) that do not trust each other. However, they
understand the importance of collaboration to un-
lock the value of data and train a holistic predic-
tive maintenance model. Therefore, they utilize
the architecture presented in Fig.5 and FL to train
a model jointly.

5.1. Dataset

We used an open predictive maintenance dataset
from one of Schwan’s factories [55]. This dataset is
composed of three different parts consisting of 100
machines. One of them includes the characteristics of
the machines, such as age and model of the machine

(“model 1, model 2, model 3, and model 4”). Another
part of this dataset is about the telemetry of machines’
situation in each hour. This part of the dataset con-
tains “data-time, machine-id, volt, rotate, pressure and
vibration.” The last part of the dataset is about ma-
chine failures in terms of timestamp (date-time). We
joined the telemetry part and machine characteristics
in a table and then normalized all columns of this ta-
ble between zero to one.

Telemetry data is sequential data; thereby, we de-
cided to use Convolutional Neural Network (CNN)
and Recurrent Neural Network (RNN) simultaneously
for prediction. To do this experiment, we chose sev-
eral conditions of data. We collect H hours of the ma-
chine’s situation history and predict whether the next
h hours the machine faces a failure or not. We run our
model for several (h, H). Table 1 shows several (h,
H) that we used in our experiments. The columns and
rows of this table show the size of the history window
(H) and prediction window (h), respectively. For ex-
ample, data-03 shows that we picked 48 hours of our
data as historical data, and we predict that in the next
24 hours whether the machine i faces a failure or not.
We split data into three parts, months 1 to 9 are used in
the training phase, month 10 is used for the validation
phase, and months 11 and 12 are reserved for the test
phase.

5.2. Computation platform

For our experiment, we used an Ubuntu system run-
ning on a server with a 2.30GHz Intel(R) Xeon(R)
Gold 5118 CPU and 16 GB RAM.

5.3. Scenario I: Baseline approach; Ignoring privacy
concerns

In scenario I, companies decide to collaborate by
directly sharing their data and jointly training a holis-
tic model for the predictive maintenance process. All
local datasets are collected and aggregated in a com-
mon database for further analysis. Fig.6 shows our
model. The model contains three parts. Input data go
to CNN and RNN parts simultaneously, and the out-
puts of these two go to a fully connected neural net-
work. In this figure, x is a tensor, showing the input
of each convolution block and H represents the size
of the history window. We trained our model with the
combined data using Adam method as an optimizer
with Binary Cross-entropy as the loss function. Train-
ing of the models will be stopped if we do not get
any improvement for more than ten epochs at the loss
value of the validation data.

Table 2 shows the results of scenario I in terms of
runtime, accuracy, recall, and precision. According to
Table 2, better results are obtained by increasing the
history window size. However, the runtime is longer.
The best result is related to “data-05”, with the cost
of long runtime. As shown, “data-05” has the most
extensive history window and the smallest prediction
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Table 1: Different data keys in terms of diverse prediction windows and history windows (h,H).

h
H 24 hours 36 hours 48 hours 60 hours 72 hours

24 hours data-01 data-02 data-03 data-04 data-05
48 hours data-11 data-12 data-13 data-14 data-15
72 hours data-21 data-22 data-23 data-24 data-25
96 hours data-31 data-32 data-33 data-34 data-35

Fig. 6: Proposed deep learning model for failure prediction.

window. Results of “data-3” show that failures are not
perfectly predictable by telemetry data of machines,
and more close data to the failure time are required.

It should be noted that for accurate calculation of
FL runtime, one needs to incorporate the following
three main components: (1) the model training time
of models by local clients; (2) communication time
between local clients and the aggregator server (e.g.,
uploading model parameters to the server and down-
loading the aggregated model to local clients); 3) ag-
gregation time in the server. Our proposed model con-
tains 10149 trainable parameters. Considering the fact
that these parameters are floating-point numbers, the
corresponding model size is almost 121 KB. Suppose
the FL clients and the aggregator server are connected
via LTE with an average uploading speed of 7-8 Mbps
and an average download rate of 12-30 Mbps. This re-
sults in 0.157 seconds as the communication overhead
between clients and the server for each iteration of FL,
which is negligible compared to the training time of
local models.

5.4. Scenario II: FL-based privacy-preserving ap-
proach

Unlike traditional central training, in scenario II,
several participants with their own training dataset are
reluctant to disclose any raw data. However, to break
down the data silos while addressing the data-privacy
concerns, they exploit the proposed solution and FL
techniques to train a model in a collaborative manner.
To simulate this scenario, we split our dataset into X
parts. We have data from 100 machines; in each part,
we have 100 / X machines of data. For example, if

Table 2: Results of the deep learning model for scenario I when the
privacy issue is ignored.

Data Key Time (s) Accuracy Recall Precision
data-01 29143 93.4 94.57 98.14
data-02 28948 95.91 97.35 98.33
data-03 28911 97.67 97.92 98.51
data-04 28924 98.55 99.84 98.56
data-05 29479 98.59 99.81 99.07
data-11 28736 93.63 93.49 99.28
data-12 29045 94.86 94.81 99.41
data-13 28014 97.92 98.34 99.37
data-14 28121 98.01 97.55 99.24
data-15 28175 98.19 98.03 99.63
data-21 29846 92.98 94.15 99.28
data-22 29943 92.48 92.73 99.11
data-23 30371 94.09 94.26 99.45
data-24 30089 96.94 97.01 99.86
data-25 30127 97.37 96.99 99.45
data-31 28337 70.86 69.81 98.17
data-32 28642 73.04 72.43 98.95
data-33 28834 71.67 71.49 97.81
data-34 28964 65.98 63.99 98.97
data-35 28469 73.49 73.53 98.57
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X=4, part one contains data of machines number be-
tween 1 to 25, part two is 26 to 50, part three is 51
to 75, and part four is 76 to 100. For running this ex-
periment, we used “data-04” data from Table 1. The
training phase has stopped after model convergence.
Similar to the previous experiment, we used Fig.6 as
our model, with Adam method as an optimizer and
Binary Cross-entropy as a loss function. Note that we
use FedAVG as the aggregation approach on the FL
server.

Table 3 shows the results of scenario II. As shown
in the federated learning method, runtime decreases by
increasing the number of clients. When we split data
among different clients, accuracy decreases; however,
this decrease is not meaningful, and when privacy is
important, we can ignore this decrease. In addition,
this table shows that with the increasing number of
clients from 7 to 19, the rate of change in accuracy
is shallow.

If none of the clients participate in the FL process
and only use their local data to train their model, the
results of Table 4 and Table 5 will be obtained. In
this part, without limiting the generality of the pro-
posed method, we assumed data is split into five and
ten parts, respectively. Note that a different number of
FL clients could be used in this experiment; however,
it would not impact the general trend and our obser-
vations. As shown in the tables, the accuracy of this
scenario is lower than when we use FL, in which mod-
els are aggregated on the server and the new model is
sent to the clients.

Table 6 shows the result of learning when we have
different volumes of datasets in clients. In this sce-
nario, without limiting the generality of the proposed
method, we have three clients; one of them has 20 ma-
chines (machine numbers 1 to 20), another has 35 ma-
chines (machine numbers 21 to 55), and the last client
has 45 machines (machine numbers 56 to 100). The
first three rows of this table show results without fed-
erated learning; row four is the result when we use
FL to train the model with these three clients. As the
result shows, FL leads to higher accuracy with the ex-
pense of elevated runtime.

5.5. Evaluation of federated learning aggregation ap-
proaches

In this experiment, we evaluated two main aggre-
gation approaches in federated learning, FedAVG, and
FedSGD, using 10 FL clients. In federated stochastic
gradient descent (FedSGD), the server-side computa-
tion includes averaging the gradients proportional to
the number of training data on each node. In Feder-
ated Averaging (FedAVG), the weights of the differ-
ent local models are averaged to provide new weights
and, therefore, a new model. We designed a federated
learning system with five clients. We ran this exper-
iment on ten cores of “Intel(R) Xeon(R) Gold 5118
CPU @ 2.30GHz,” and we initiated the weight of our
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Fig. 7: The impact of FL aggregation approaches (FedAVG versus
FedSGD) on the accuracy and runtime.

model randomly. Fig.7 shows how model accuracy
changes over time (10 FL iterations) when different
aggregation approaches are used on the server. It is
inferred that the FedAVG approach converges more
rapidly than the FedSGD. In both approaches, the final
model accuracy reaches around 95%. Regarding run-
time, FedSGD requires 65 rounds to train the model,
whereas FedAVG needs 60 rounds.

5.6. Evaluation of clustered federated learning
It has been observed that the performance of FL

can decrease when local data distributions diverge.
Over the past few years, several Clustered Federated
Learning (CFL) and Federated Multi-Task Learning
(FMTL) have been proposed to address this issue [56–
59]. The main idea behind these techniques is to parti-
tion the clients by exploiting the similarities among ei-
ther model parameters or local data to achieve a more
specialized model for each group. In this study, we
utilized k-means clustering to analyze the similarity
among clients; To do so, we considered ten FL clients
in this experiment. We tainted a general FL model
for all clients by running five FL iterations. Next,
we applied the K-means algorithm to cluster similar
clients. Next, each cluster was trained separately in
an FL model to create a customized model for each
cluster by adjusting the previously generated general
model. Table 7 illustrates the impact of the clustering
technique and the number of clusters on the perfor-
mance of the model. Based on the extracted results, it
can be concluded that clustering and model personal-
ization can improve the performance of FL.

5.7. The role of proposed FL-based architecture on
cross-company use cases

As discussed in Section 4, the proposed architecture
(See Fig.5) which is based on GAIA-X and FL, can
bridge the gap between privacy and AI utility. Pre-
dictive maintenance and CCM, as potential use cases
of this architecture, aim to assess when maintenance
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Table 3: Results of scenario II for different numbers of clients.

Number of Clients Time (s) Loss Value Accuracy Recall Precision
1 29021 0.056 98.58 99.86 98.66
2 20381 0.064 98.35 99.95 98.34
3 16669 0.089 97.61 99.96 97.58
4 12151 0.121 96.80 99.92 96.81
5 11915 0.129 96.54 99.97 96.51
6 11865 0.137 95.85 99.05 96.67
7 11601 0.125 96.50 99.97 96.47
8 11132 0.144 95.82 99.99 95.80
9 11043 0.187 95.15 99.92 95.22

10 10897 0.147 95.82 99.98 95.81
11 10527 0.191 95.46 98.60 95.35
12 10362 0.190 95.16 99.98 95.16
13 10176 0.178 95.23 99.99 95.23
14 9847 0.163 95.83 99.99 95.80
15 9432 0.165 95.35 99.99 95.34
16 9534 0.172 95.04 99.99 95.04
17 9347 0.166 95.28 99.99 95.27
18 9326 0.173 95.28 99.99 95.26
19 9247 0.182 95.09 99.99 95.09
20 9074 0.411 89.42 93.55 95.24

Table 4: Results of using only local data in order to train the model (Number of clients = 5).

Client # [Machines] Time (s) Loss Value Accuracy Recall Precision
1 [1 - 20] 10716 0.139 96.23 99.92 96.41

2 [21 - 40] 10119 0.143 96.06 99.91 96.38
3 [41 - 60] 10347 0.145 96.01 99.91 96.36
4 [61 - 80] 10209 0.141 96.13 99.92 96.39
5 [81 - 100] 10578 0.138 96.25 99.94 96.47

FL 11915 0.129 96.54 99.97 96.51

Table 5: Results of using only local data in order to train the model (Number of clients = 10).

Client # [Machines] Time (s) Loss Value Accuracy Recall Precision
1 [1 to 10] 9981 0.217 94.28 99.91 94.4
2 [11 to 20] 10147 0.196 94.53 99.93 94.65
3 [21 to 30] 9902 0.207 94.39 99.92 94.48
4 [31 to 40] 9945 0.209 94.42 99.92 94.55
5 [41 to 50] 9923 0.191 94.57 99.93 94.67
6 [51 to 60] 9976 0.221 94.03 99.9 94.23
7 [61 to 70] 9916 0.18 94.97 99.94 95.12
8 [71 to 80] 9957 0.197 94.62 99.93 94.68
9 [81 to 90] 9989 0.193 94.71 99.93 94.83

10 [91 to 100] 9927 0.184 94.83 99.94 94.89
FL 10942 0.152 95.53 99.97 95.61

Table 6: Results for different volumes of historical data in each client (Number of clients = 3).

Client # [Machines] Time (s) Loss Value Accuracy Recall Precision
1 [1 - 20] 10716 0.139 96.23 99.92 96.41

2 [21 - 55] 12127 0.101 97.03 99.94 96.78
3 [56 - 100] 14410 0.096 97.21 99.94 97.06

FL 17261 0.091 97.37 99.96 97.24
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Table 7: Clustered federated learning.

Number of Clusters
(K in K-means) Clusters Accuracy of Each Cluster

#1 #2 #3 #4 #5 AVG
1 [1, 2, 3, 4, 5, 6, 7, 8, 9, 10] 95.82 - - - - 95.82
2 [[1, 2, 5, 8], [3, 4, 6, 7, 9, 10]] 95.93 95.67 - - - 95.8
3 [[1, 2, 8], [5, 9], [3, 4, 6, 7, 10]] 96.13 96.47 96.01 - - 96.23
4 [[1, 2, 8], [5, 9], [3, 10], [4, 6, 7]] 96.17 96.39 96.89 97.41 - 96.71
5 [[1, 8], [2], [5, 9], [3, 10], [4, 6, 7]] 96.98 97.95 96.47 96.93 97.51 97.16

should be performed by forecasting possible future de-
fects/failures in equipment. By Bringing the code to
distributed data instead of transferring and collecting
privacy-sensitive data in one single server, we showed
that the performance of AI/ML models could signif-
icantly be improved by FL-enabled cross-company
collaboration and data sharing. This solution facili-
tates innovations in Industry 4.0 and IIoT by enabling
multiple data owners to collaboratively train a model
and unlock the value of data without sacrificing pri-
vacy/security.

6. Conclusions

The production and machine operation process cre-
ate a massive amount of data that can serve as the
foundation for innovative data-driven business mod-
els. However, depending on authorization, every par-
ticipant in the value chain, from component providers
to machine suppliers, and factory operators, can access
only a part of the data. In other words, data are siloed
and cannot be shared and (re)used beyond organiza-
tional boundaries across the entire ecosystem to un-
lock their actual value. This paper presented a holistic
reference architecture facilitating cross-company, col-
laborative, and privacy-preserving use cases to tackle
this issue. A novel case study of FL-based col-
laborative predictive maintenance was discussed and
mapped to the reference model to shed light on the pre-
sented architecture’s design and implementation de-
tails and considerations.
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